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Abstract—There is a fundamental difference between image and gesture recognition where image recognition only works against one frame while gesture recognition works on a sequence of frames. It means that the accuracy formulas implemented on each issue are different. The accuracy of the image recognition is calculated based on the prediction accuracy of each frame, while gesture recognition is based on each sequence of frames. The incompatibility of using these accuracy formulas generate the misleading outputs and interpretation. Thus, the classification model used also needs to be adjusted with this problem. In this paper, we use GLVQ model as a classification algorithm based on machine learning approach to recognize the gestures of Indonesian sign language (BISINDO). However, this algorithm is used to classify every single frame so it needs to be modified by adding a new function for a sequence of frames, e.g. mode. In addition, there is a parameter known as the number of prototypes that affects the accuracy of the model. Based on the results of this research, GLVQ model with mode function has a higher degree of accuracy when compared with Hidden-Markov Model (HMM) in recognizing BISINDO. However, it is necessary to specify a more appropriate function instead of mode which is not give uniquely results. We also know that the increasing number of prototypes does not increase the accuracy significantly. In fact, the increasing number of prototypes used can increase the computational time.

Index Terms—GLVQ, gesture recognition, BISINDO, machine learning, accuracy, prototype

I. INTRODUCTION

Sign language is a language in which communication between people are made by visually transmitting the sign patterns to express the meaning [1]. It has its own vocabulary and syntax which is purely different from spoken/written languages [2]. Sign language is more to combine the different gesture, shape and movement of hand, body and facial expression where each of them has special assigned meaning [3].

Sign language is used by deaf and hard-hearing people for effective communication tool between their own community and with other people. In different part of the world, the different sign languages are used. It depends on the spoken language and culture of that particular place [4]. For example in USA, American Sign Language (ASL) is used while in England, the deaf use British Sign Language (BSL). Similarly, Indian Sign Language (ISL), Japanese Sign Language (JSL), and French Sign Language (FSL) [3].

Currently, there are two models of sign language used in Indonesia namely Sistem Isyarat Bahasa Indonesia (SIBI) and Bahasa Isyarat Indonesia (BISINDO). SIBI is more impractical and unnatural for the deaf because it follows Indonesian spoken language grammar structure. On the other hand, BISINDO uses some expressions for translating a word from Indonesian spoken language to represent its context [6]. For those reasons, in this paper we choose BISINDO to our research. In fact, there is still a difficulty in communication between the deaf and ordinary people who does not know about sign language. Therefore, the ordinary people needs a software application that can translate sign language into a spoken/written languages.

Researches in sign language recognition become more and more popular during the past decades. In the last several years, there has been an increased interest among the researchers in the field of sign language recognition to introduce means of interaction from human–human to human–computer interaction [5]. Several studies have been conducted to build an automatic sign language translator through computer vision technology based on gesture recognition. Sign language recognition has emerged as one of the important area of research in gesture recognition.
recognition. We used Microsoft Kinect XBox as a recording device [6]–[14] to recognize gestures. It has various sensor features that can receive multi-modal gesture inputs such as face, fingers, hands, forearms, upper arms, and shoulders [6].

In the introductory phase, different methods were used, e.g. Hidden-Markov Model (HMM), Dynamic Time Wrapping (DTW), Support Vector Machine (SVM), or k-Nearest Neighbor (kNN) [7]. Most of researchers used HMM for sign language recognition. Bhoir et. al. [8] showed that HMM is the most frequent tool for sign language recognition through hand gesture based on the shape parameters. It is a statistical model that has been successfully applied for spatial-temporal processes with finite number of states. Ghotkar et. al. [7] proposed hand gesture recognition for few subset of ISL. They used ten state HMM based on the skeleton joint information obtained by Kinect sensor. This algorithm had been tested on the four persons who performed 20 words of ISL for total 800 training set with an average of accuracy is 89.25%. Parcheta et. al. [9] also proposed a Spanish Sign Language recognition system. This work extends previous works by augmenting the data size and work on phrase rather than just a word of Spanish sign language. They also used HMM for recognizing this sign language and then compared with other classification techniques.

Rakun et. al. [10] proposed the first part of the automatic Indonesian Sign Language (SIBI) into text translation system. They combined a Kinect camera, Discrete Cosine Transform, Cross Correlation Function, and classification algorithm called Generalized Learning Vector Quantization (GLVQ). They obtained a high degree of accuracy in their experiment to create a simple system for recognizing alphabets A to Z and numbers 1 to 10 in SIBI. On another research, Rakun et. al. [11] proposed a model to recognize SIBI. They used GLVQ combined with WEKA data mining tools for implementing Random Forest training algorithm. The highest accuracy of their experiment results is 96.67%.

There is a difference between the accuracy calculations performed by Handhika et. al. [6] and Rakun et. al. [10],[11]. The accuracy in Rakun et. al. [10], [11] is calculated based on the suitability of predicted label for each frame on all gestures. Meanwhile, the accuracy in Handhika et. al. [6] is calculated based on the suitability of predicted label on each gestures which is a sequence of frames. In this paper, we follow the accuracy calculations used by Handhika et. al. [6] to recognize the gestures of BISINDO by considering that the words in BISINDO can be recognized in the form of a sequence of frames instead of just one frame.

Handhika et. al. [6] develop a translator model of BISINDO through computer vision technology, i.e. Microsoft Kinect XBox, and translation machine using HMM with optimal number of hidden states. They used skeleton data from Kinect sensor for feature extraction such as movement of the shoulders, upper arms, forearms, and hands. They got accuracy around 60% for their experiment to recognize the gesture of BISINDO. The average of accuracy is relatively small under the sequence of frames framework. Therefore, we tried to use another method to increase the average of accuracy for BISINDO’s translation machine. Fig. 1 shows the technology framework proposed to help communication between the deaf and ordinary people by using an automatic BISINDO translator machine using the data provided by the Microsoft Kinect XBOX. The deaf’s gestures is recorded by the Kinect camera and after the raw image processing, the automatic BISINDO translator provides the corresponding words in the spoken languages as an output. We use GLVQ model as a classification algorithm based on machine learning approach to recognize the gestures of BISINDO.

![Fig. 1. Technology framework of automatic BISINDO translator [12].](image)
where \( d^+ = d(\theta_i, w^+) \) and \( d^- = d(\theta_i, w^-) \) are the Euclidean distance of data point \( \theta_i \) from its closest prototype \( w^+ \) having the same class label and \( w^- \) having a different class label, respectively.

### III. Research Methodology

#### A. Skeleton Features

We use Microsoft Kinect XBox for collecting skeleton data for various features such as hands, forearms, upper arms, and shoulders. The skeleton data are obtained by previous research consists of 25 root words of BISINDO recorded five times each [6]. This recording involves two deaf people (male and female) performance from Pusat Layanan Juru Bahasa Isyarat Indonesia, Jakarta. To standardize the experiment, we transformed the extracted skeleton data into angles between shoulder-center and each hands, wrists, elbows, and shoulders [6]. These eight shoulder-center joint angles (hand-right, hand-left, wrist-right, wrist-left, elbow-right, elbow-left, shoulder-right, and shoulder-left) are processed separately using formula (3) and (4) such that there will be 16 angles as skeleton features for each frame, eight angles for each X-axis and Z-axis.

\[
\theta_1 = \tan^{-1}\left(\frac{z_1 - z_2}{x_1 - x_2}\right) \tag{3}
\]

\[
\theta_2 = \tan^{-1}\left(\frac{y_1 - y_2}{z_1 - z_2}\right) \tag{4}
\]

where \( \theta_1 \) and \( \theta_2 \) are the angles to the X-axis and Z-axis, respectively [11].

For some convergence conditions, e.g. \( w^*_j = w^*_i \) for \( j = 1, 2, \ldots, 25 \) and \( k = 1, 2, \ldots, N_{\text{train}} \) where \( N_{\text{train}} \) is the sample size per epoch. The parameter \( \xi \) represents the learning rate decreasing with the number of iterations/epochs of training [18]. The sign “+” is taken “+” when \( \theta_k \) has been correctly classified, otherwise “−” such that the winning weight vector is driven toward the data when class label is correctly identified, or vice versa.

Training of GLVQ classifiers using equation (1) involves optimizing a cost function given on equation (6) which relates correctly classified samples to particular class weight vectors [18].

\[
E = \frac{1}{2} \sum_{k=1}^{C} f(\mu_k), \tag{6}
\]

where \( f(u) = \frac{1}{1+\exp^{-u}} \) for a measure of proximity \( \mu_k = \mu \left( \theta_k = d_k^+ - d_k^- \right) \) as mentioned on equation (2). Dissimilarity measures \( d_k^+ = d(\theta_k, w^+_j) = \left\| \theta_k - w^+_j \right\|^2 \) and \( d_k^- = d(\theta_k, w^-_k) = \left\| \theta_k - w^-_k \right\|^2 \) are the squared distances of \( \theta_k \) to the closest prototype \( w^+_j \) and \( w^-_k \), respectively. Therefore, the weight update is then implemented as

\[
w^*_k + 1 = w^*_k + \xi (\mu_k)(\theta_k - w^*_k). \tag{7}
\]

We can see that GLVQ algorithms on equation (7) adopt varying \( \xi (\mu_k) = \frac{\partial f}{\partial \mu_k} \) for improving the accuracy with respect to sample \( \theta_k \) [19].
TABLE I
THE ACCURACY COMPARISON OF BISINDO RECOGNITION: GLVQ MODEL VS (GLVQ + MODE) MODEL

<table>
<thead>
<tr>
<th>Sex</th>
<th>GLVQ Model (per Frame)</th>
<th>(GLVQ + Mode) Model (per Sequence of Frames)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C. GLVQ for Gesture Recognition

In this research, we use GLVQ algorithm to classify 25 sample words of BISINDO based on machine learning approach. Therefore, we divide the cleansed extracted skeleton features data and its labels into training and testing data sets. Training process using GLVQ classification algorithm (7) produce a prototype for each word. We can also determine the number of prototypes used which gives the highest degree of accuracy in our experiment. Finally, we use squared Euclidean distance formula for testing process. Fig. 3 shows the flowchart of this research. To evaluate the model, we use $K$-fold cross-validation (CV) [20]. We also calculate the average of each accuracy of $K$ models to determine the accuracy of the model. Note that a word in BISINDO is represented by a sequence of frames, while GLVQ works for every single frame. It allows multiple frames of a word in BISINDO to have different predicted results. In this research, mode is used to generate word prediction from the sequence of frames.

IV. RESULTS AND DISCUSSION

We repeat the procedure on Fig. 3 three times of experiments, i.e. male, female, and mixed. We run GLVQ model with maximum number of prototypes is 50 for each experiment for selecting the best model via CV procedure. Table I shows the accuracy comparison of BISINDO recognition between GLVQ model (per frame) and (GLVQ + mode) model (per sequence of frames). We can see that most of the accuracy obtained by (GLVQ + mode) model is higher than GLVQ model for each experiment. Table II is derived by Table I. It shows the average of accuracy comparison of BISINDO recognition between GLVQ model and (GLVQ + mode) model. Both models shows that male performer has the highest degree of accuracy than other two experiments as summarized on Table III. However, it appears that the increasing number of prototypes does not increase the accuracy significantly. In fact, the increasing number of prototypes used can increase the computational time. The GLVQ model with mode function has a higher degree of accuracy when compared with HMM in recognizing BISINDO as obtained by Handhika et. al. [6]. Fig. 4 shows the accuracy of each word in the dataset using (GLVQ + mode) model. Most of the words in the dataset can be well predicted using the methods proposed in this research. The word “makan” (eat) is a rather difficult word to predict in all experiment. The word “apa” (what) and “gemuk” (fat) are also difficult to be recognized by this model for both female and mixed experiments.
TABLE II
AVERAGE OF ACCURACY COMPARISON OF BISINDO RECOGNITION: GLVQ MODEL VS (GLVQ + MODE) MODEL

<table>
<thead>
<tr>
<th></th>
<th>GLVQ Model (per Frame)</th>
<th>(GLVQ + Mode) Model (per Sequence of Frames)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number of Prototypes</td>
</tr>
<tr>
<td>Male</td>
<td>45</td>
<td>84.829%</td>
</tr>
<tr>
<td>Female</td>
<td>12</td>
<td>84.6903%</td>
</tr>
<tr>
<td>Mixed</td>
<td>49</td>
<td>82.5575%</td>
</tr>
</tbody>
</table>

TABLE III
THE HIGHEST DEGREE OF ACCURACY SUMMARY FOR EACH EXPERIMENT IN THIS RESEARCH

<table>
<thead>
<tr>
<th>Sex</th>
<th>GLVQ Model</th>
<th>(GLVQ + Mode) Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Prototypes</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Male</td>
<td>45</td>
<td>84.829%</td>
</tr>
<tr>
<td>Female</td>
<td>12</td>
<td>84.6903%</td>
</tr>
<tr>
<td>Mixed</td>
<td>49</td>
<td>82.5575%</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND FUTURE WORKS

This paper has shown that there are differences in accuracy that can be misleading in terms of interpretation. Based on the results of this research, GLVQ model with mode function has a higher degree of accuracy when compared with HMM in recognizing BISINDO. However, it is necessary to specify a more appropriate function instead of mode which is not give uniquely results. Based on the results, we know that the increasing number of prototypes does not increase the accuracy significantly. In fact, the increasing number of prototypes used can increase the computational time. In addition, the optimal number of prototypes used on the GLVQ model needs to be determined in recognizing BISINDO.
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